Hortooutre

MKS AlertCentre Evaluation Guide

MKS Software, Inc.

12450 Fair Lakes Circle, Suite 400
Fairfax VA 22033 USA
Sales: 1-800-637-8034

+1-703-803-3343
http://www.mkssoftware.com

November 2002

Contents
Evaluating the MKS AlEMTCENIIE.......ccoiieeieeeeeesee e 2
Setting Up The Evaluation ENVIrONMENT ...........cceeeiiiirerese e 2
Backing up the existing configuration..............ccceoieieiieieece e 4
Restoring the demo CONfigUIalioN............ccoieriiiieneee e e 5
o (S 6
1Y o] 1] (o] =SSP 7
Network Connectivity MONITOING.......cceeiieiieiiieie e 8
Resource Availability MONITOMNG .....ccooeriiiiieeereseseeeeee e 10
Application Availability MONITOINNG ......cecverieieiiereeseee e 11
SCNEUAUIES ...ttt sttt e e b be st st e nresnenneenean 12
SLALUS OF OPEIGLIONS. .....ccueeeeietirieeti sttt sttt e et sb e b sne b sae e e e 16
IMIONITOT GIOUS. ... cveteeieeieeeeee sttt sttt ettt se e st b et e bt e b et e b b nseene e 17
CUSIOM MONITOTS ...ttt st sttt nb et e st benresne s e eneas 18
REPOITS ... e s e e s e e s b e b e e b anne e nneas 22
AlertCentre Features and BenefitS SUMMAY .........ccccovevinineninieeieesee e 23
REMOLE-ADI LYo e enn 23
BUIlt-1N REAUNTANCY .....c..viiiiececie ettt st st nne s 23
SECUITTY .tttk b et b e bt a et e et e e e b e sb e bt nb e aeene e s 24
AQENt-1€SS ATCHITECIUNE. ... ..ottt e e ens 24
EXEENSIDIITY .. e ens 24
APPIICATON WIZBITS ..ot 25
The AlertCentre RESOUICE Kil......vccuiiiereeee et eies e ste e e e e ssee e sseeeesneensens 25
Wrapping Up the @ValUation.............c.cceeiiiieiicse et 26
CUSLOMES SUPPIONT ....eeeteeeeeeetee et et et e e e et e s e e e beesaeesabeesseeeseesaeesaseesneeesseesneesneeenneesnnas 26
Additional MKS TOOIKIt RESOUICES.........ceiieriereesieerieeiesreesieseesteeseesseesseeseesseessesssesseessens 27

Ordering INfOrMELION........ccuiiiei e e s r e ne e sreene e 27




Evaluating the MKS AlertCentre

A Web-based Availability Monitoring Solution

MKS AlertCentre™ is a cost-effective, easy-to-use monitoring solution for ensuring the
high availability of networks, applications, and Internet/Intranet-based information
systems. Built on an integrated foundation for scheduling, aerting, and automating
repairs, AlertCentre lets you define monitors that can observe, report on, and control the
activities of other programs or devices on your network so that you can be sure that
mission-critical applications are up and running at all times. AlertCentre gives you and
your colleagues the ability to be notified in atimely fashion if anything on your network
is malfunctioning. Automated Monitoring, Alerting and Corrective Actions give you:

» Higher Availability of Business-Critical Systems— allows you to maximize
revenue and profit and maintain a solid corporate reputation for reliability and
service.

* Better Performance—alows you to serve more customers

* Improved Worker Productivity — results when employees can connect without
delay to e-mail and other critical services at any hour and from any location.

» Management-by-Exception — enables systems administrators to focus on their day-
to-day duties with the peace-of- mind that AlertCentre will notify them of problems
whenever and wherever they are.

Setting Up The Evaluation Environment

To begin the AlertCentre Evaluation, please launch from the Windows Start Menu: Start
® Programs® MKS AlertCentre® Evaluation Guide® AlertCentre Evaluation. You will see this
screen:
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Welcome to the MKS AlertCentre Evaluation Guide

A Point-and-Click Availability Monitoring Solution

MIKS AlertCentre is a cost-effective, easy-to-use monitoring solution for ensuring the high availability of netwaorks,
applications, and Internet/Intranet-based information systems. Built on an integrated foundation for scheduling,
alerting, and automating repairs, AletCentre lets you define rmonitors that can observe, report on, and control the
activities of other programs or devices on your network so that you can be sure that mission-critical applications are
up and running at all times. AletCentre gives you and your colleagues the ability to be notified in a tirmely fashion if
anything on your netwark is malfunctioning.

Getting started

Before you can begin, you will need to log in. Authentication is performed by the a background server task taking on
the identity of a user. The web server prompts you to log in when it encounters a weh page that the anonymous user
cannot read. The server sends & HTTP 401 error to the browser to indicate that authentication is required. The
browser then propmt you for a username and password. ¥ou enter the domain and username of a member of the
AlentCentre Adrinistrators and Adrvinistrators groups. The browser uses Bdencode to ensure that the password is
not passed in clear text - although it should be understood that it is not encrypted either (it is hard for a human to
read, but trivial to sniff the packet on the network and run it through a tool such as the MKS Toolkit's Bddecode). The
ugername should be entered as domaintusername (or simply username for an account local to the Manitoring
Station].

Fleasze click here and log in.

&] Done “-3 Local intranst




Then it will be time to log in, and begin the evaluation. In order to log in, you need to
know the username and password of alocal or (preferably) domain administrator and
enter them as shown below.

Connect to localhost

MES AlertCentre
User narme: | € DOMAINIUserName v |
Passwiard: i (LIl Y |

Remember my password

[ 64 ][ Cancel ]

Thiswill start AlertCentre in evaluation mode and you will see a three-pane browser
window as shown on the next page.
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The top/left pane is the same as would be seen in AlertCentre in standard mode. The
bottom/left pane is a navigation window added to guide you through this evaluation.
Please start by reading the text in the right pane, and then it will be timeto click alink in
the bottom/left pane.

If you have aready started to use AlertCentre and have created Monitors or Actions you
wish to save, you should first backup your current configuration by clicking on the link
Backup existing configuration; otherwise please skip forward to Restoring demo
configuration. AlertCentre ships with two sample configurations. one totally empty; the
other for use in this evaluation. They reside in $ROOTDIR/AlertCentre/Backup.

Backing up the existing configuration

Backup AlertCentre Monitoring Station

Backup to: | |C:/Program Files/MKS ToolkitiAlertCentre/Backup/MyCurrentState

;BECI'{UFI ;--------
{passphrase; |-

B g




Enter a Backup passphrase that you can remember to restore your current state at the end
of the evaluation and press the “Backup” button. Y ou should see the details of the
backup in the right pane including the statement: The backup was successful.

Restoring the demo configuration
Restore AlertCentre Monitoring Station

Restore

e C:/Program Files/MKS Toolkit/AlentCentre/Backup/EvaluationGuide

Backup |
passphrase; |

Bg by

Enter the Backup passphrase “ACEva” and click the restore button. Y ou will be
prompted to overwrite the current configuration with this backup. Be sure that if you
have an important configuration on the Monitoring Station that you have first backed it
up and then click the Restore button to restore the demo configuration.

Restoration should look something like:

Checking the backup (2001-12-12 at 14 37 .08) integrity

Restoring configuration fram "C/PROGRA~TMKSTOO~1/ALERTC~1/Backup/EVALUA~T"

Locking the configuration file..

Restoring the configuration file..

Restoring saved passwords..

Mot restoring the AletCentre Administrators group..
Restoring the schedules..

Restoring the housekeeping schedule..

Restoring the log file..

Upgrading Jet database to MSDE .

Upgrading 8.0.0000 database to 5.5.0000..
Applying some optimizations to 8.0.0000 database..
Unlocking the configuration file..

Click here to return to the main Housekeeping menu

KEY POINTS

g Monitoring Station Configurations

1. Are only accessible to authorized users
2. Can be backed up and restored to protect valuable data
3. It's important to backup before restoring the Evaluation Guide configuration




Actions

Click on the View an Action link in the AlertCentre Evaluation Guide frame to see the
Edit Action page for an Action named: popup on localhost. In AlertCentre, an Action is
used to alert specific people about the status reported by a Monitor. Alerts can be
delivered using a variety of media (e.g., email, page, popup, SNMP Trap, €tc.). Actions
can also be used to automate corrective actions (e.g., reboot a machine, run a program,
etc.) This particular Action pops up a dialog box on the Monitoring Station. Scroll the
right pane to see the range of Actions that can be used.

Action definition:

Action Type Action Value
flail
recipient
address

Carhon

copy

address
() Send

| @ lse
an e-mail |

default
ShTP
SEREr

smitp fairfax. mkssoftware. com

) Specify
SMTR
SEREr

© Pop-up on machine (g 1o nToRING STATION
|narmed -
Now click the Test an Action link in the AlertCentre Evaluation Guide frame. After
reading about Actionsin the right pane, press Click here to test the Popup on localhost
Action.

AlertCentre will display a Test complete message in the right pane like below, and you
will see a popup dialog on the console of your AlertCentre Monitoring Station which
looks something like this.




popup on localhost

Action Edit Delete  Rename | Clone | Describe Test
popup on localhost %E? @ % @ é@

T popup on localhost has been triggered.

Click here to return to the master Actions configuration page

Messenger Service x

Message from MELSOMN-XP ko NELSOMN-%P on 10/30/2002 6:41:49 FM

Testing the {popup on localhost) alert

This is & test

Of course the Windows Messenger Service must be started on the Monitoring Station for
this dialog box to work. If it is not started, you can start it through the services interface
or from the command line using service start messenger.

KEY POINTS
o AlertCentre Actions
1. Alert key people via: e-mail, popup dialogs, paging, SNMP Traps and much
more.

2. Automate corrective actions by rebooting machines, running programs or
scripts and more.

3. Actions are key to Management by Exception. System managers and
administrators do not need to monitor consoles all day, because Actions will
alert them of problems when they occur, thus their time is freed up for other
pressing needs.

Monitors

A monitor is atask that runs on a monitoring station and is responsible for monitoring the
health of a physical or virtual 1T resource such as aport, a URL, adisk drive or an
application. The key elements of a monitor are an IT resource to be monitored (e.g.,
server, workstation, URL, disk, etc), a metric for evaluating the condition of that
resource, a schedule on which to monitor that item, and actions to be taken based on the
success or failure reported by the monitor.

AlertCentre predefines many kinds of monitors in three main categories. Network
Connectivity, Resource Availability and Application Availability. You create a new
instance of one of these monitors and customize it by specifying various parameters via
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the AlertCentre Graphical User Interface. In the case of a predefined monitor, the task is
predefined, such as a monitor for an HTTP server. Y ou may also create your own new
kinds of monitors called custom monitors to do whatever you like.

Network Connectivity Monitoring

A Ping Monitor is one example of the many monitor types that are ready to be used for
Network Connectivity Monitoring. Click on the View a Ping Monitor link and you will
see the following screen:

Edit Ping Monitor

By o B
Ciptions:
Fing Monitar Marme ;_.Incalhost
MWachine to ping ?.iucalhust
Howe miany pings 1 -
.Hnwtn fail on any ping failures v

[10On save - create an action of the same name to run this Ping Manitar

When multiple Tasks are assigned to a schedule, this Ping Monitor will run with priority | 10 % | where one is
the highest

Actions to trigger:

[1Disable actions | Fermanently v

[ ~
Fage the Systermn Administrator - PLEASE CUSTOMIZE

| popup on localhost

[“lWhen |1 % | consecutive errar(s) occur(s)
trigger

[]'When 5 ™ | consecutive error(s) occur(s)
trigger

tern Administrator - PLEASE CUSTOMIZE

popus on Iocalhost v
[ , :.My Log ‘“

[1When 10 | consecutive eror(s) oceur(s) | pauq the System Administratar - PLEASE CUSTOMIZE
HEf popup on localhost ~
hr13,r Log A

On any success trigger [Page the System Administrator - PLEASE CUSTOMIZE

I popup on localhos

Note that the monitor will ping the Monitoring Station (i.e., localhost) and on the first
success and the first failure it will popup a dialog on the Monitoring Station console.
Every monitor defines what actions will be taken upon success or faillure and the
escalation rules for those actions. Note also that it is possible to temporarily disable the
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actions for amonitor — for example during routine maintenance. Also, note that there are
currently no schedules designated to trigger the localhost ping monitor.

Now click Test Ping Monitor to see the monitor in action. For either success or failure
you should expect to see a popup diaog indicating the state of the monitor. You will also
see the monitor run log for this monitor so that you have a history of the state of this
monitor at discrete intervals over time.

localhost
Name Edit Delete | Rename  Clone Describe | Run Log @ Test
localhost i’ . 4 Jg\— ¥ @' 2
Run log
Run Humher Run Time Run Status Run Besult

Host localhost was pinged successfully; thus the
42745 30 Oct 2002 158:55:.03 2 Succeeded manitor succeeded. Result of ping: 64 bytes fram
127.00.1: icmp_seq =0 time: 0 ms

[ Show failures only

Click here to return to the master Ping Monitor configuration page

Messenger Service :E’

Message from MELSOM-%P to NELSOM-%P on 10J30/2002 6:58:10 PM

Ping Monitar {localhost) succeeded, localhost is alive,
Frarm Monitoring Stakion: MELSOM-XP
Message: Host localhost was pinged successfully; thus the
monitor succeeded, Resulk of ping: 64 bytes from 127.0.0.1:
icmp_seq = 0, time: 0 ms

KEY POINTS

i Network Connectivity Monitoring
1. Can be used to test connectivity across a broad array of computers, operating
systems and devices that support TCP/IP network protocols.

2. Monitor types include: HTTP, FTP, SMTP, IP (TCP or UDP) Port, NetBIOS
Share, DNS, Remote Access, Ping, Machine Share and Incoming Mail..




Resource Availability Monitoring

A Disk Space Monitor is one example of the many monitor types that are ready to be
used for Resource Availability Monitoring. Click the View a Disk Space Monitor link
and observe that the monitor will likely fail because it is set to fail if the C: drive is more
than 2% full. Normally such a monitor would be set to 80% or 90% for failure. Y ou can
set this to monitor any valid file name either by drive letter or Universal Naming
Convention (UNC) such as \\server\share.

Click Test a Disk Space Monitor and you should see afailure dialog and a single failure
in the monitor run log.
|

Message From MELSOM-%P ko MELSOMN-%P on 12/7/2001 6:41:29 PM

Disk. Space monitor {c:) Failed
From Monitoring Station: NELSON-%P
Error Message: The drive cif is 37% Full. Some action is needed

Whenyou configure monitors for your own network, likely you will trigger automatic
corrective actions such as removing temporary files from disk drives that are over
capacity, in addition to alerting the people responsible for the health of the network.

KEY POINTS

e Resource Availability Monitoring

1. Can be used to test resource availability primarily for Windows-based
devices, however, custom monitors can be created readily to test these same
resources on UNIX machines.

2. Monitor types include: Disk Utilization, CPU Utilization, Memory Utilization,
Windows Performance Counters, Directory, File, SSL, Print, News and
SNMP.

3. The type of Windows Performance Counter Monitors can vary widely based
on the range of applications running on the machine(s) being monitored. The
AlertCentre Graphical User Interface enumerates Performance Counters
automatically.
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Application Availability Monitoring

A Web Page Monitor is one example of the many monitor types that are ready to be used
for Application Availability Monitoring. Click on View aWeb Page Monitor. Y ou will
see this screen:

Edit Web Page Monitor

=y o
Options:
YWWeb Page Monitor Mame AlertCentre Ul on localhost
LIREL to Maonitor http:#localhost:B080
Username
Fassword

@ Match Regular Expressian

(O Compare to URL

Sorme text to force a failure

[ignare SSL cedificate errars
Redirect on 3xx errors
@ Use GET methad

) Use POST methad with this post data

[1On save - create an action of the same name to run this YWeb Page Maonitor

Whan multiple Tasks are assigned to a schedule, this ¥Web Page Monitar will run with priority | 10 ~ | where
one is the highest

A web page monitor establishes a connection to a URL, retrieves the page stored at that
URL and them matches this output to aregular expression (sophisticated pattern
matching) or matches to text in afile. This gives you the power to look for errors at the
connection level, as well as errors in the page content (e.g., CGI errors) using asingle
monitor. The page being monitored in the example, which you will view momentarily
(http://localhost:8080), may require you to enter a username (i.e., domainname\username)
and password of an AlertCentre Administrator before the monitor will succeed.

Click on Test a Web Page Monitor to watch it fail — since the regular expression “ Some
text to force afailure” will not be found at the URL being monitored (i.e., AlertCentre
Ul). If the monitor fails with a 401 error, then you need to supply a username (i.e.,
domainname\username) and password of an AlertCentre Administrator and test again.
The monitor should fail, because the text supplied as a regular expression to look for on
the page does not exist on the page. Feel free to go back and change the comparison text
to "MKS', and test again to see it succeed.
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Messenger Service x|
Message from QSIP to QSIP on 12/11/2001 1;24:09 Ak
Web page monitor (AlertCentre UT on localhost) Failed

From Monitaring Skation: GSIP
Error Message: web: Error returned from server: 401 QK

KEY POINTS
o Application Availability Monitoring

1. Compare current state of an application to a well known state
2. Take action on match or failure to match a well-known state.

3. Monitor types include: Windows Service, Web Page, ODBC Database,
Generic Query, Windows Event Log, Application Event Log, Website Link
Integrity and E-Mail.

4. The AlertCentre Ul will automatically enumerate the Windows Services that
can be monitored on any machine on your network as well as the Windows
Event Logs that can be monitored. These are very useful monitor types that
can keep you informed about everything from the health of Exchange
Message Transfer Agents (via Windows Service Monitors) to the
identification of unauthorized logon attempts (via Windows Event Log
Monitors).

Schedules

Schedules are the driving force behind monitors and automated batch jobs, defining when
and how often these tasks run. It helps to think of a schedule as a process that runs at
specified times. And when the schedule runs, it then runs any associated monitors and
batch jobs as its children. A schedule has three key components: a security context, a set
of triggers, and a set of associations with monitors.

Because monitors and jobs run on the monitoring station as child processes of the
schedule process, they inherit the security context from the parent, the schedule. You
must ensure that the schedule runs with sufficient permissions to let all of its associated
monitors and batch jobs run. We typically recommend that you run all schedules under
the account of a domain administrator. By default, schedules run under the Local System
account. Most monitors will try to access other machines or devices on your network, and
running under the Local System security context, they are almost certainly guaranteed to
fail for insufficient permission to access the remote machine.

Since schedules should be run as alocal domain administrator, you will be asked to
create your own schedule — rather than relying upon a schedule created by MKS. Please
click on the Create a schedule link and you will see the following page:
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Edit Schedule Properties

Schedule Properties:

Mame: My Test Schedule | []Dizabled #]Run in a hidden window
&) Run as Local System

User Mame:

) Run as this User
Passgword:

=y By

hlonitors triggered by this schedule:

Monitors Triggered by this schedule will run when the trigger(s) fire and Availabhle Monitors will not run.

Available Monitors: Monitors Triggered by this Schedule:

HTTP Monitor: s ~

Incoming Email Monitor: foobar

IP Faort Monitar: foobar =
IP Port Maonitor: Secure Shell on localha

IP Part Manitar: Telnet port on localhost =Eb
Mlernary Ltilization Maonitor: Memory util

Memary WHilization Monitor: Memary util

MetBIOS Share Monitor: admin share on

MetBIOS Share Monitor: foobar share on

Cutgoing Email Monitor: me - test 4=
Qutgaoing Email Manitar: SMTF at AlertC
Fing Manitor: localhost =
Fing Manitor: Ping nowhere. alertcentre.c
Print Manitor: Print server Arbutus bt

=y f Ey

Enter the username of a domain administrator and if you do not have JavaScript enabled,
you will need to manually check the “Run as this user” option, and the corresponding
password. Then push the >> button to add all the monitors to the schedule and then press
save. Normally you associate monitors with a small set of well-defined schedules as you
create the monitor, but you may also create a new schedule and associate monitors with
it.

Once you have defined the name of the schedule, what monitors it triggers and whom it
runs as, you should click Save and then specify when it runs using one or more triggers.
Upon saving the schedule, you will automatically be taken to the first trigger page:
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Edit Trigger Properties

Trigger (new) Properties:

Trigger Description: Trigger has not been set to valid values ‘D Disabled
Start Date: 30 | October  »| 2002 % |5t |20 ¥ 36 »
() Trigger Task Once
& Tringer Task Daily Every |1 day(s)
[ tdanday [FWWednesday ] Friday

[¥] Sunday

3 Tri Task YWeekl
tigger Task YWeskly [ Tuesday [ Thursday [¥] Saturday

¥ January [ July
[¥]February [v] August

@ Day |1 ¥ of the manth{s)

= e [ arch [¥] September
2 Trigger Task honthly S — @ April e
& First % | Mond b
() The Firs | Mionaay | of the month(s) #May [N
¥l June [“] December

O Trigner Task At System Startup
(O Trigger Task At Logon
) Trigger Task When Idle

Every: 10 Minutes & |
[ Repeat Task e ) Time: |00 %} 00 »
ntil: el
& Duration: |0 haur(s) [0 | minutes(s)
[1End Data 30 v | October |+ |2002 v
=y off W

Select a start date and time for the trigger (nothing will happen until this date/time is
passed), select the trigger type (once, daily, weekly, monthly, system startup, a user
logon, or onidle). And fill in any parameters needed for that type (e.g. weekly on
Monday and Wednesday). If you wish the trigger to fire more than once in a day, then
select the “repeat task” check box and specify the repeat frequency and duration. If you
wish the trigger to expire at some future date, select an end date.

E.g. an “Every 5 Minutes for the remainder of the decade” schedule would trigger daily,
with arepeat interval of 5 minutes and a duration of 24 hours with an end date of 31
December 2010.

Then press “save” and you will be returned to the schedule editing page — but you will be
able to edit, clone or delete the trigger you just created.

Click on the Test a schedule link to smulate the firing of atrigger and run the monitors —
and any associated success or failure actions (several popup dialog boxes one after the
other). Unlike the previous tests, which were run in the security context of the user
logged into AlertCentre, this test actually runs the schedule in its own security context
just asif the trigger had fired. Y ou are now starting to see AlertCentre in action.

Y ou will be taken to the schedule status page. Likely it will show something like the
following:

14




My Test Schedule

Schedule Edit Delete | Bename  Clone Status Test

My Test Schedule

Triggers:

bdy Test Schedule

Status:

Current Status
Mext Run Time
Most Recent Run
Time

Most Recent Exit
Code

® | @ @
Status

At 936 PM every day, starting 10/30/2002

The task is ready to run at its next scheduled time.
30 Oct 2002 21:36:00

30 Oct 2002 15:39:25

2D

Run log for monitors:

Monitor Name Bun Humber Run time Run Status Run Result

Click here to return to the master Schedule configuration page

A non-zero exit code would indicate that there were problems running the schedule.

KEY POINTS
o Schedules and Triggers

1. Schedules and corresponding triggers are the traffic cops in AlertCentre that
control when Monitors and Jobs are executed. A single schedule can be
used to trigger one or many Monitors or Jobs.

2. Triggers can be fired: Once, Daily, Weekly, Monthly, at Startup, at Logon and
when Idle.

3. Triggers can also be repeated on regular intervals defined in hours or
minutes.

4. AlertCentre supports complex scheduling through the use of multiple triggers

per schedule.
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Status of Operations

AlertCentre includes a classic-style console that makes use of Red, Amber and Green
indicators, status pop-ups, and customizable views to let you know instantly the status of
all network connections, system resources and applications that are being monitored by
AlertCentre.

The console view can be tailored to show Monitors, Jobs, Monitors by Group, and
monitors with actions disabled.

Within each view, you may sort the columns by Name, Monitor type, Last run,
Next run or Action state.

Hovering over a Red or Amber indicator will produce a popup containing the
reason the indicator is not Green.

Clicking an action icon will toggle the state of an action from enabled to
permanently disabled, this gives you a chance to quickly disable actions on
several monitors so that you can correct the issue without further interruption.

3 MKS RleriCentre on oealhost: BOBO - Microsoll (nternel Explorer

e [dt Ymew Favoekes  Took  pelp e
Gbed - 3 = 2 o seeth D Feodtes @ Meda 88 D0 b 1
| A iss ) betpefocabasticngn v Be ws
| ﬁé’mﬁ@ Manitoling Statien (#ocalhast BIET i (o
% + 7 60 & « = G &
I - g =
i Status of Operations i ey Menitors o
.. -
| g Hame Manitar Type Last Bun Hext Run Action
i =] FPecan Printer Wondor Frint Manior 15 Aug 2002 123710 Pl 18 By 200D 1237 00 P L
[+ 800 BAS Wpritor Ramote Lccess Monitor 19 Ay 200E 123710 PR I A 200G 923700 P -
@ M Migstion Poital Menior Wieb Page BMonitor 16 Aeg 2002 B3SO0 PR 45 Aag OO0 053500 Ful g
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KEY POINTS
g Status of Operations

1. Red, Amber and Green lights give use status at a single glance.

2. Customizable views to limit the information on the screen, perhaps by
operational area.

3. Hover over a status icon the lean more about Alerts and Warnings.
4. Disable monitor actions to give you time to repair the problem.

Monitor Groups

A monitor group is a container with links to monitors. Deleting a monitor group has no
effect on the contained monitors; it merely deletes the grouping. Cloning a monitor group
builds a new monitor group containing the same monitors as the parent. Monitor groups
are useful for viewing status of and testing multiple monitors. For example if you are
responsible for a given area, say Microsoft Exchange administration, you might want
create a group of al the monitors necessary to monitor a single Exchange server, which
may include 4 or more Windows Service Monitors, plus an SMTP port monitor, along
with several Disk Space Monitors, a CPU Utilization Monitor and a Memory Utilization
Monitor. Such agroup can help you to find, test and review the status of all the
important health metrics of given Exchange Server quickly and easily.

Click on View a Monitor Group to see how a Monitor Group is defined.

Edit Monitor Group

Marre:
MWanitor Group Mame MWy Maonitaring Station
Fermbers:
__Available Monitors: Monitors included in this group:
CRU Wtilization Monitor: CPU Utilization # Disk Space Monitor: C drive
CRU Uilization Maonitor: CPU Wilization YWWeb Page Monitor: AlertCentre U1 on localt]
Custom Monitor: Any stopped automatic =
Directory hMaonitor: ac_dir
Directory Manitar: cdrive =

Directory Monitor: Mail 2 on WAAY
Directory Manitor: program_files

OMS Monitor; ns mkssoftware. com - fail
OMS Monitor; ns mkssoftware. com - suc

Ermail htonitor: irmap roundtrip 4=
Email honitor: Microsoft Exchange Sery
Email Monitor: Microsoft Exchange Sery &=
File Maonitor: Check AC Installer
File Maonitor, utfS i
=y f HHy
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The Monitor Group My Monitoring Sation contains two monitors, the Disk Space
Monitor “C drive’ and the Web Page Monitor “AlertCentre Ul on localhost”. Fedl free to
make changes and save.

Click View status by Monitor Group.Y ou will see output something like the following:
Status of Operations

Available views: | My Monitoring Station v

-‘|§’ 1 Name Monitor Type Last Run Next Run Action
Q@ C drive Disk Space Monitar Mever Mot Scheduled =
Q AlertCentre Ul on localhost WWeb Page Monitor Mever Mot Scheduled ot

A lertCentre Ul on localhost - Microsoft Internet ... @@@

@ The last run failed at 30 Oct 2002 13:46:43 (The comparisan
text was not found on the web page; thus the maonitor failed.
Contents of http:#localhost:B030: <htrml> <-- Copywrite > <--
B P A 3
<o MK NG, -2 <l i = <l f PROPRIETARY DATA //
== <l - <l THIS DOCUMENT CONTAINS TRADE
SECRET DATA WHICH IS THE PROPERTY OF # = <l- # MKS
SOFTWARE INCORPORATED. THIS DOCUMENT IS
SUBMITTED TO RECIPIENT #f —-= <l f# IN CONFIDENCE. THIS
DOCUMEMT MAY MOT BE DISTRIBUTED T ANYONE ELSE #
== <l N YOUR COMPANY, AND INF ORMATION

CORIT A RIS D LIEMEIR b4 AW hOT DS LGSR i = = (i COnisn

The Status of Operations page istypically the page you see when you first connect to
AlertCentre and when you click on the SOO icon in the titlebar window. This screen
shows you the current state of the AlertCentre Monitoring Station and in this case filtered
by the Monitor Group. Since there are two monitors contained in the group (unless you
changed it), you see failures for each member of the group. This screen will alow you to
look at the overal state of the monitored objects or allow you to filter by group.

KEY POINTS

Monitor Groups allow you to:

1. Sort, filter and view manageable subsets of your configuration.

2. Manage virtual resources such as Web Stores that can be made up of
multiple servers, ports, system services and applications, such as Microsoft
SQL Server-based and Microsoft IIS -based applications.

3. Find, Test and View Status of groups of associated monitors all at one time.

Custom Monitors

A key strength of AlertCentre is the flexibility of its architecture and its openness to
customization to meet real world business needs. At MKS, we are constantly extending
our own internal implementation of AlertCentre as we find new things that we need to
monitor. Two key ways of extending AlertCentre are via custom monitors and viajobs. A
custom monitors alows for amost infinite flexibility. Anything that you can imagine,
you can implement as a custom monitor. A custom monitor is an executable program or
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script that is integrated with AlertCentre, such that it has the same attributes as other
monitors: a schedule, actions and alerts, and escalation rules.

Two examples are provided. The first executes a VBScript which communicates through

the Windows Management Interface (WMI) to find all services marked as Automatic (run
at system startup) which are currently stopped. To view this configuration, click on View
a Custom Monitor.

Edit Custom Monitor

&y Jf Ey
Options:
Custom Manitor Mame Any stopped automatic semvices
Comrmand line hf_peset -H RDIR; export RDIR=3ROCTDIR; cscript Mmolog
Success exit code a
fdatch To

[10n save - create an action of the same name to run this Custom Monitar

YWhen multiple Tasks are assigned to a schedule, this Custom Manitar will run with priarity | 10 % where
one is the highest

And click Test a Custom Monitor to seeit in action.
Any stopped automatic services

Name Edit Delete Rename | Clone |Describe | Runlog | Test
Any stopped automatic !
semnices i E:d fﬁﬂ Jﬁ"‘ _@ @ 2
Run log
Run Number Run Time Run Status Run Result

“typeset -H ROIR; export ROIR=5ROCTOIR,
cscript fnologo

3083 30 Oct 2002 21:56:57 @ Fajled |FRDIRVMAlerCentrebiibhiniiistopped services vhs"
failed. The monitor failed. Program output:
"Autamatic service Fax'is stopped "

[ Show failures only

Click here to return to the master Custom Monitor configuration page

The second example requires that you have a Linux machine configured to accept remote
shell (rsh) connections from your Monitoring Station.
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. Ensure that your Linux machine will accept inbound connections from your
Monitoring Station. One way to accomplish thisis to set up a.rhosts file in the
home directory of the user you wish to use.

2. Ensure that Perl isingtaled on the Linux machine.
3. Copy the cpuload custom perl script from the local Demonstrations directory to

the Linux machine rcp $ROOTDIR/Demonstrations/cpul oad.pl
username@Ilinux_machine: ~/cpuload.pl. (You can use scp instead of rcp if
OpenSSH isinstalled on your Linux machine. Passwordless authentication is
required — setup is described below).

a. sshrkeygen —t rsal —f c\tmp\.ssh\identity

I. use an empty key password
b. scp c\tmp\.ssh\identity* user@host:~/.ssh
C. sshhost -l user

i. cd.ssh

ii. cat ./identity.pub >> authorized keys

i, exit
d. mv c\tmp\.ssh\identity* c:\documents and settings\'<NT username>\.ssh

. Log into the Linux machine and ensure that Perl isin /usr/bin (and if not update
the #! Linein the cpuload.pl file accordingly). Also mark cpuload.pl as executable
chmod +x cpuload.pl

. Test aremote shell connection from the command line. Rsh/ssh—|

<linux_machine> -l <username> ~/cpuload.pl. See documentation for rshd/sshd
and rsh'sshiis this command does not work immediately. Do not proceed to the
next step until this works. Note that secure shell can be set up for password- less
authentication and can be used instead of remote shell if you prefer.
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6. Now return to the Evauation Guide browser window and click Create a Custom
Monitor. Y ou will see this screen:

New Custom Monitor

&y Sy
Options:
Custom Monitor Mame My Custorn Monitar
Command line
Success exit code a

Match To

[1On save - create an action of the sarme name to run this Custom Monitor

Wyhen multiple Tasks are assigned to a schedule, this Custom Manitar will run with priority | 10 % | where ane
is the highest

7. Inthe Command line type: rsh <linux_machine> -I <username> ‘~/cpuload.pl’.
The single quotes are needed as the ~ will be expanded by the local shell if not

escaped.
8. The Success exit code will remain unchanged at zero

9. Please |leave the Match To blank.
10. Press Save
Now click the Test your Custom Monitor link to see a Custom Monitor in action.

My Custom Monitor

Name Edit Delete |Rename Clone Describe RunlLog  Test
My Custom Maonitor -ig -ig -@j Jﬁ " @- B
Run log
Run Number Run Time Run Status Run Result
"ssh wnan ~fcpuload. pl™ succeeded. The manitor
3082 30 Oet 2002 21:25:00 2 Succeeded |succeeded. Program output: "Current load average

i5 0.04 Below threghald. "

[ Show failures anly

Click here to return to the master Custormn Manitor configuration page
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KEY POINTS

o Extensibility

1. Custom Monitors allow you to extend the capabilities of AlertCentre to satisfy
your unique monitoring needs.

2. MKS Toolkit, which comes bundled with AlertCentre, provides valuable tools
such as Perl, rsh and secsh for extending the functionality of AlertCentre.

3. You can use built-in Windows tools such as Windows Scripting Host to run
VBScript custom monitors.

4. You can run programs on local or remote machines.
5. You can monitor UNIX and Linux machines.
6. You can monitor your own custom applications and objects.

Reports

AlertCentre maintains an SQL database table containing information from each polling
operation. This information is used to create some Adobe Acrobat files on the fly. These

reports include:
Monitor and Monitor Group uptime
Various monitor run logs
Various Monitor status reports
Configuration reports for schedules, monitors and actions

The SQL table also stores (as appropriate) the counter value for each monitor. This gives
you the ability to write custom queriesto (e.g. chart CPU utilization over time).

Reports

Uptime Heports Hun Logs

s Nonitor + Monitor Run Logs ) ) ) -

uptime repart CPU Litilization Monitor: CPLU Ltilization on localhost - failure i
= Monitor @

Group O All records @ Failures Only < State Transitions Only

uptime report

Status of

Operations Configuration

s Monitor s Schedule list
status = Pdonitor list

= Monitor e Action list
BITOrS

» hdonitor

Group errors

rﬁTwrmﬁl
These reports reguire the Adobe Acrobat Reader to be viewed properly. 'Wisit Adobe to download the

latest version of this software.
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AlertCentre Features and Benefits Summary

MKS AlertCentre is a cost-effective, availability monitoring solution with a killer
combination of features and benefits. There are many valuable features of AlertCentre,
which are not covered in the preceding evaluation demonstration, that need to be
understood in order to grasp the overall value of this smple yet powerful availability
monitoring solution.

Remote-ability

You don’t have to be physically located at a Monitoring Station in order to use
AlertCentre. The user interface provides the ability to configure and use AlertCentre
from any location on a network through the use of a Web browser. This includes
wireless, remote access over the Internet via VPN provided you have the appropriate
administrator privileges. It isbest to instal AlertCentre on a server for performance
reasons and because this remote use functionality enables you to access your Monitoring
Stations from almost any location at any time.

Built-in Redundancy

AlertCentre is designed around the concept of a monitoring station, a machine that runs
monitors and jobs that automate repetitive tasks and keep you informed of any problems
in your system. A product that monitors for problems is not very useful if it does not run
continually. What happens if the machine monitoring your network suddenly loses a
network card, or the motherboard dies, or afaulty network hub or switch isolates it from
the majority of the network? There must be a monitor-monitor to ensure that the
monitoring continues even in such a disastrous situation.

Therefore AlertCentre has adopted the concept of a primary monitoring station, the one
that normally performs monitoring, and a backup (a partner) monitoring station, whose
job it isto ensure that the primary stays alive and to take over monitoring should the
primary fail to respond. When the primary comes back on line, the backup will revert to
its usua role. Should the primary ever go down, the backup will aert you in the manner
that you choose. Although use of backup monitoring stations is optional, we highly
recommend that you use them.

Every AlertCentre license lets you install AlertCentre twice: once on the primary
monitoring station and once again on the backup monitoring station. During installation,
you must choose the role of the monitoring station: primary or backup. After installing
the software, you will establish the partnering relationship. Until you have established the
specific partnering relationship between two monitoring stations, you can change a
monitoring station’s role from primary to backup and vice-versa.

Once you establish the partnering relationship between the primary and its backup, all
configuration information from the primary is replicated to the backup, so that the backup
is ready to take over monitoring should the need arise. Periodically from that point on,
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the primary signals the backup thet it is still alive and the partners synchronize any
configuration information that has changed since the previous synchronization point. Y ou
can force amanual synchronization at any time and you can sever the primary-backup
relationship.

Security

To ensure sufficient privileges, all users of AlertCentre must be members of the
Administrators and AlertCentre Administrators groups. The AlertCentre Administrators
group is created locally during installation. By default, al local Administrators and
Domain Admins (if the machine belongs to a domain) are added to this group to facilitate
use of AlertCentre. All AlertCentre files including the HTML tree, components, and
configuration files are secured such that AlertCentre Administrators have full control.

At any time, you can change membership in this group by selecting M anage
AlertCentre Administrators on the Housekeeping page. Note that adding usersto the
AlertCentre Administrators group will permit access to the Graphical User Interface, but
will not provide any rights to access the network or network resources. We recommend
that you only add domain administrators to this group.

Other security issues are covered in the AlertCentre Users Guide.

Agent-less Architecture

MKS AlertCentre was designed to function without requiring agents on monitored
servers and other devices. This architecture has multiple benefits in terms of reduced
maintenance ard improved security. Since there are no agents to install on monitored
machines, there is no need to install or maintain monitoring software on those machines
for monitoring purposes. In some cases, you may want to install MKS Toolkit for
System Administrators on monitored machines to enable secure, remote access to such
machines for corrective action via secshd.

Extensibility

AlertCentre is built almost entirely from scripts. The back end monitors, event handlers
and alerting engines are written in Perl. A very small amount of “C” and C++ codeis
encapsulated in about four COM components. To learn more about scripting and to learn
more about the AlertCentre implementation, please read the Evaluation Guide for MKS

Toolkit for System Administrators Start ® Programs® MKS Toolkit® Evaluation Guide® For
System Administrators® MKS TKSA Evaluator’s Guide.

All of the scripts used to build AlertCentre are available on your Monitoring Stations as
examples for you to use in building custom monitors, jobs and actions. In addition,
every copy of AlertCentre requires MKS Toolkit so you also have at you disposal al the
tools and scripting engines that MK S used to build AlertCentre. Y ou are encouraged to
copy afew of AlertCentre s scripts and modify them to fit your needs better. Then you
can implement them as Custom scripts without affecting the rest of AlertCentre. Once
you experience the power of scripting, you'll have more freedom to satisfy the needs of
your organization. The back end scripts can be found in $SROOTDIR/AlertCentre/Scripts
and it.
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Application Wizards

AlertCentre makes it easy for you to define monitors for popular applications through
Application Monitoring Wizards. The wizards automate discovery of an applications
configuration and then generate the detailed monitors necessary to ensure high
availability and maximize performance for the application’s specific configuration. A
wizard can potentialy generate hundreds of monitors for a complex application such as
I1S on alarge web server, saving considerable time and ensuring comprehensive
monitoring. The wizard also creates a monitor group to make it easier to manage the
monitors associated with an application on a specific server or workstation. Wizards
currently exist for the following applications:

Microsoft Exchange
Microsoft 11S
Microsoft SQL Server

The AlertCentre Resource Kit

Please be sure you have updated it to the latest version by visiting the AlertCentre
Resource Kit Home Page.

The AlertCentre Resource Kit contains some valuable additions to AlertCentre and serves
as an example of how to extend the AlertCentre User Interface. At the time of writing, the
Resource Kit contains:

The ability to bulk change AlertCentre passwords. With all the schedules,
monitors, and other insundry secrets, it can be hard to deal with aroutine
password aging policy. With this Resource Kit script (and corresponding User
Interface) you can change all passwords associated with a particular account.

Display the currently selected backup password. Since in genera the AlertCentre
Ul never retrieves an LSA secret, it can be hard to remember what you set the
automated backup password to. This option will display in clear text the current
password. Caution is recommended to be sure others are not looking over your
shoulder.

The AlertCentre Initialization Wizard alows you to create a standard set of
schedules. If you deleted them or ssimply did not create them when presented with
the opportunity and wished you had - here is your pointer back to that page.

Y ou might have a set of monitors for a particular machine and wish to clone them
all for adifferent machine The cloning capability within AlertCentre will allow
you to do this manually, but it can be alengthy and user intensive operation. The
resource kit cloning tool makes thisjob a snap

Check back often, since the Resource Kit is often updated between product releases.

i
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Wrapping up the evaluation

Thank you for evaluating the MK S AlertCentre. AlertCentre is built on the scripting
power of MKS Toolkit for System Administrators. Please see its Evaluation Guide for
more detailed information about the underlying implementation and the power of
scripting.

The Evaluation Guide sample configuration is full of useful examples and we encourage
you to stray beyond the boundaries of this evaluation and experiment with this example
configuration. When you are ready to remove this configuration click on the Wrapping
up link. You will have two options:

1. Restore the state yousaved at the beginning of the evaluation. Use the same
password you used for the backup.

Restore AlertCentre Monitoring Station

E;;t.ure .C:IF"rngram Files/hk S Toolkit/AlenCentredBackupMyCurrent State
Backup
passphrase; |
i
e kg
2. Restore an empty configuration Use the password Empty to restore this
configuration.
Restore AlertCentre Monitoring Station
E;;t_me \C:/Program Files/MKS Tu:u:uIkit!-’AIerTCentrefEiackuprmptndnﬁguratiDn
Backup
passphrase.

Agi g
Once you have restored one of these configurations, you are ready to build or improve
your own configuration. Enjoy! In the unlikely event that we have left you with

guestions, please feel free to contact your MK S Software Sales Manager or Customer
Support Representative.

Customer Support

MKS offers extensive customer support to ensure your success with our products. At any
time during your evaluation of our products, please fedl free to contact us concerning any
issues that may arise.

The evaluation versions of any MK S Toolkit products include free support from the time
of installation. In order to continue support beyond the evaluation period you must
purchase a fully licensed version of the product along with a Preferred Customer Support
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(PCS) contract. PCS is renewable annually for a small fee and entitles you to unlimited
customer support, patches, bug fixes, and product upgrades. All of our sales channels
offer MK S Toolkit products with bundled PCS for your convenience. Y ou may also
purchase unbundled PCS contracts by contacting MK S directly

To receive support, you must register. Y ou will have the chance to register with our
support organization during installation of your product, or you may do so at any time
over the web at http://www.mkssoftware.com/register.

To request customer support, please contact us by one of the means listed below and in
your request, include the name and version number of the product that you are using,
your serial number, and the operating system and version/patch level that you are using.
Contact MK S customer support at:

Web: http://www.mkssoftware.com/support

E-mail: mailto:tk support@mkssoftware.com

Telephone: +1-703-803-7660 (9:00am to 7:00pm Eastern, Mon-Fri)
Fax: +1-703-803-3344

Additional MKS Toolkit Resources

There are severa other sources for additional information about our MK S Toolkit
products. We have genera product information, including technical specifications,
detailed utility listings, and datasheets at:

MKS Toolkit Product Information: http://www.mkssoftware.com/products

We offer aresource kit including example scripts, additional utilities, more tutorials, and
awide variety of other useful information at:

MKS Toolkit Resource Kit Page: http://www.mkssoftware.com/reskit

The MKS Toolkit product family aso offers a number of Add-On components for
download from out Web site:

MKS Toolkit Add-On Page: http://www.mkssoftware.com/support/add ons.asp

Through the years, we have accumulated a lot of technical details about the MK S Toolkit
products and have put this information in a searchable database at:

MKS Toolkit Knowledge Base: http://www.mkssoftware.com/support/kb

Our customers commonly ask certain questions. These questions and their answers arein
our Frequently Asked Questions pages at:

MKS Toolkit FAQs: http://www.mkssoftware.com/support/fags

Ordering Information

MKS Toolkit can be purchased from the MKS Web Store, from MKS Software Sales,
from our resellers, or by calling +1-703-803-3343 or 1-800-637-8034.
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